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J. Kvita9, F. Lacroix13, D. Lam55, S. Lammers54, G. Landsberg77, P. Lebrun20, W.M. Lee50, A. Leflat39,

J. Lellouch17, J. Li78,‡, L. Li48, Q.Z. Li50, S.M. Lietti5, J.K. Lim32, D. Lincoln50, J. Linnemann65, V.V. Lipaev40,

R. Lipton50, Y. Liu7, Z. Liu6, A. Lobodenko41, M. Lokajicek11, P. Love43, H.J. Lubatti82, R. Luna-Garcia34,d,

A.L. Lyon50, A.K.A. Maciel2, D. Mackin80, P. Mättig27, R. Magaña-Villalba34, A. Magerkurth64, P.K. Mal46,

H.B. Malbouisson3, S. Malik67, V.L. Malyshev37, Y. Maravin59, B. Martin14, R. McCarthy72, C.L. McGivern58,

M.M. Meijer36, A. Melnitchouk66, L. Mendoza8, D. Menezes52, P.G. Mercadante5, M. Merkin39, K.W. Merritt50,

A. Meyer21, J. Meyer24, J. Mitrevski70, N.K. Mondal30, R.W. Moore6, T. Moulik58, G.S. Muanza15, M. Mulhearn70,

O. Mundal22, L. Mundim3, E. Nagy15, M. Naimuddin50, M. Narain77, H.A. Neal64, J.P. Negret8, P. Neustroev41,

H. Nilsen23, H. Nogima3, S.F. Novaes5, T. Nunnemann26, G. Obrant41, C. Ochando16, D. Onoprienko59,

J. Orduna34, N. Oshima50, N. Osman44, J. Osta55, R. Otec10, G.J. Otero y Garzón1, M. Owen45, M. Padilla48,

P. Padley80, M. Pangilinan77, N. Parashar56, S.-J. Park24, S.K. Park32, J. Parsons70, R. Partridge77, N. Parua54,

A. Patwa73, G. Pawloski80, B. Penning23, M. Perfilov39, K. Peters45, Y. Peters45, P. Pétroff16, R. Piegaia1,

J. Piper65, M.-A. Pleier22, P.L.M. Podesta-Lerma34,e, V.M. Podstavkov50, Y. Pogorelov55, M.-E. Pol2, P. Polozov38,

A.V. Popov40, W.L. Prado da Silva3, S. Protopopescu73, J. Qian64, A. Quadt24, B. Quinn66, A. Rakitine43,



2

M.S. Rangel16, K. Ranjan29, P.N. Ratoff43, P. Renkel79, P. Rich45, M. Rijssenbeek72, I. Ripp-Baudot19,

F. Rizatdinova76, S. Robinson44, M. Rominsky75, C. Royon18, P. Rubinov50, R. Ruchti55, G. Safronov38, G. Sajot14,

A. Sánchez-Hernández34, M.P. Sanders26, B. Sanghi50, G. Savage50, L. Sawyer60, T. Scanlon44, D. Schaile26,

R.D. Schamberger72, Y. Scheglov41, H. Schellman53, T. Schliephake27, S. Schlobohm82, C. Schwanenberger45,

R. Schwienhorst65, J. Sekaric49, H. Severini75, E. Shabalina24, M. Shamim59, V. Shary18, A.A. Shchukin40,

R.K. Shivpuri29, V. Siccardi19, V. Simak10, V. Sirotenko50, P. Skubic75, P. Slattery71, D. Smirnov55, G.R. Snow67,
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A search for pair production of first-generation leptoquarks (LQ) is performed with data collected
by the D0 experiment in pp̄ collisions at

√
s = 1.96 TeV at the Fermilab Tevatron Collider. In a

sample of data corresponding to ∼ 1 fb−1 the search has been performed on the final states with
two electrons and two jets or one electron, two jets and missing transverse energy. We find our
data consistent with standard model expectations. The results are combined with those found in a
previous analysis of events with two jets and missing transverse energy to obtain scalar LQ mass
limits. We set 95% C.L. lower limits on a scalar LQ mass of 299 GeV, 284 GeV and 216 GeV for
β = 1, β = 0.5 and β = 0.02 respectively, where β is the LQ branching ratio in the eq channel. This
improves the results obtained with a lower luminosity sample from Run II of the Tevatron. Lower
limits on vector LQ masses with different couplings from 357 GeV to 464 GeV for β = 0.5 are also
set using this analysis.

PACS numbers: 14.80.-j, 13.85.Rm
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Leptoquarks are conjectured particles, predicted by
many extensions [1] of the standard model (SM). In such
exotic models, transitions between the leptonic and bary-
onic sectors would be allowed. Thereby, the detection of
leptoquarks (LQ) could be, among others, the signature
of compositeness, supersymmetric couplings in R-parity
violating models, Grand Unification models, or techni-
color. Leptoquarks can be scalar or vector fields. It
is generally assumed that there is no intergenerational
mixing, because it is severely constrained by low-energy
experiments, and that first-generation LQs couple only
to e or νe and to u or d quarks. At the Fermilab Teva-
tron Collider, pair production of leptoquarks can pro-
ceed through quark-antiquark annihilation (dominant for
MLQ ≥ 100 GeV) or through gluon fusion, therefore be-
ing independent of the LQ − e − q Yukawa coupling λ.
Thus the production cross section for scalar leptoquarks
only depends on the strong coupling constant and on
the leptoquark mass. In the vector leptoquark case, the
production cross section also depends on the anomalous
couplings κG and λG of the LQ to the gluon. At the
CERN e+e− Collider (LEP), pair production of lepto-
quarks could have occurred in e+e− collisions via a vir-
tual γ or a Z boson in the s-channel. Experiments at
the Fermilab Tevatron Collider [2, 3] and at the LEP
Collider [4] set lower limits on the masses of leptoquarks.
The H1 and ZEUS experiments at the DESY e±p collider
HERA published [5] lower limits on the mass of a first-
generation LQ that depend on the coupling λ. In the
case of single LQ production at LEP or at the Tevatron,
the mass limits depend also on λ [6]. The branching
ratio for LQ or LQ decay into a charged lepton and a
quark is denoted as β, so 1 − β is the branching ratio
of the reaction LQ → ν + q. The branching ratios of
the three decay modes LQLQ → eeqq̄, LQLQ → eνqq̄
and LQLQ → ννqq̄ are then equal to β2 , 2β(1− β) and
(1 − β)2, respectively.

In this Letter, we present a search for first-generation
leptoquarks for two cases: when both leptoquarks decay
to an electron and a quark and when one of the lepto-
quarks decays to an electron and a quark and the other
to a neutrino and a quark. The corresponding final states
consist of two electrons and two jets (eejj) and one elec-
tron, two jets and missing transverse energy (eνjj).

This study is performed on data collected with the
D0 detector [7] in pp̄ collisions at

√
s = 1.96 TeV during

Run II of the Tevatron Collider. The D0 detector com-
prises three main elements. A magnetic central tracking
system, which consists of a silicon microstrip tracker and
a central fiber tracker, is located within a 2 T supercon-
ducting solenoidal magnet. Three liquid-argon/uranium
calorimeters, a central section (CC) covering pseudo-
rapidities [8] |η| up to ∼ 1 and two end calorimeters
(EC) extending coverage to |η| ' 4, are housed in sep-
arate cryostats. Scintillators between the CC and EC
cryostats provide a sampling of developing showers for

1.1 < |η| < 1.4. A muon system is located outside the
calorimeters and covers the region |η| < 2. The lumi-
nosity is measured using plastic scintillator arrays placed
in front of the EC cryostats. The data samples for the
eνjj and eejj analyses are selected with combinations
of single electron and electron plus jets triggers. The
corresponding integrated luminosity is ∼1 fb−1.

Electrons are defined as clusters of energy deposition in
the calorimeters with a high fraction (> 90%) deposited
in the electromagnetic (EM) sections. The energy clus-
ter must be isolated from other energy deposits in the
calorimeter [9] and matched with a charged particle with
transverse momentum pT > 5 GeV. A condition on the
value of an electron likelihood based on a shower shape
parameter and conditions on the number of tracks in the
vicinity of the electron are applied. Electrons that ful-
fill all the above criteria except the likelihood condition
are classified as loose electrons. Those which satisfy all
criteria are referred to as tight electrons.

Jets are reconstructed with an iterative cone algo-
rithm [10] with radius of 0.5 and a minimal distance
R > 0.5 [9] from any EM object. The jet energy scale
(JES) corrections were derived from the transverse mo-
mentum balance in photon-plus-jet events. The missing
transverse energy E/T is calculated from all calorimeter
cells, and corrected for the jet energy scale and for the
transverse momenta of reconstructed muons.

Scalar LQ Monte Carlo samples with masses from
140 GeV to 320 GeV have been generated with
pythia [11] using the CTEQ6L1 [12–14] parton density
functions (PDFs). Two processes are generated: qq̄ →
LQLQ (dominant for LQ masses above 100 GeV) and
gg → LQLQ [15]. The LQs are treated as resonances
and their isotropic decay mode is to a u quark and an
electron. The pythia code has therefore been slightly
modified to allow that one of the LQs decays into a d
quark and a neutrino. The LQ → ql vertex depends on
the Yukawa coupling λ which affects the width of the LQ.
We have taken λ equal to the electromagnetic coupling√

4πα. The next-to-leading order (NLO) cross section
of scalar LQ pair production has been calculated in Ref.
[16]. To generate the vector leptoquarks, the model de-
scribed in Ref. [17] and implemented in comphep [18] is
used. In this model, the leading order (LO) cross section
depends on the LQ mass and on the anomalous couplings
of the LQ to the gluon, κG and λG. In the following, three
types of couplings have been considered: “MC” coupling
{κG = 1, λG = 0}, “YM” coupling {κG = 0, λG = 0}
and “MM” coupling {κG = −1, λG = −1}. We have gen-
erated pairs of vector leptoquarks with masses between
200 GeV and 480 GeV that decay, as in the scalar LQ
case, into an electron and a quark or into a neutrino and
a quark, and we have also used a λ =

√
4πα.

The main SM backgrounds relevant to these final states
are the associated production of jets with Z/γ∗ or W bo-
son and top quark pairs in dilepton or semi-leptonic chan-
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nels. Less important contributions come from Z/γ∗ →
ττ (τ → e), single top quark decaying into e or τ , and
Diboson final states including jets. Most of the samples
were generated with alpgen [19] interfaced with pythia

for parton showering and hadronization. Exceptions are
the diboson and single top processes, which were gen-
erated with the pythia and the singletop [20] event
generators, respectively. The PDFs used are CTEQ6L1.
The alpgen inclusive W/Z production cross section is
normalized to the NLO theoretical prediction using K-
factors derived by comparing the LO and NLO cross sec-
tions in mcfm [21]. All the SM generated backgrounds
are normalized to the integrated luminosity of data sam-
ple.

Signal and background Monte Carlo samples are pro-
cessed through a geant-based [22] simulation of the D0
detector and the same reconstruction program as used for
the collider data. To model the effects of detector noise
and multiple pp̄ interactions, each Monte Carlo event is
overlaid with a data event from a random pp̄ crossing.
Monte Carlo samples pass the same selection criteria as
the data samples. But since the efficiency of these selec-
tions is different for data and for Monte Carlo, efficiency
corrections are applied to the simulated events: the trig-
ger probability (η and pT -dependent efficiencies for the
chosen single electron triggers), a correction for the effi-
ciencies of the jet selection, an η and φ dependent correc-
tion of the electron selection efficiency, and a correction
to reproduce the luminosity profile of the data and the
distribution along beam axis of the event primary vertex.

In the eejj analysis, events are selected with at least
two isolated electrons satisfying tight identification cri-
teria, with pT ≥ 25 GeV and at least one of the two
detected in the central part of the calorimeter (|η| ≤ 1.1)
The selected events must also contain one or more jets
with pT ≥ 25 GeV and |η| ≤ 2.5. In addition to the
main SM backgrounds described above, an instrumen-
tal background consists of multijet processes (MJ), and
is due to the misidentification of jets as electrons. This
contribution is extracted from data. A specific sample
containing events with two “fake” electrons and at least
one additional jet, where a “fake” electron is an isolated
cluster in the calorimeter with the usual EM fraction
value for a loose electron but shower shape conditions
relaxed, is used to reproduce the shapes of the kine-
matical distributions. The normalization of the total ex-
pected background to the number of data events in two
regions of the Mee spectrum (50 < Mee ≤ 80 GeV and
80 < Mee ≤ 102 GeV) gives the MJ and Z/γ∗ + jets sam-
ple contributions. The tt̄ and Diboson contributions are
normalized to the luminosity. Two normalization factors
are extracted and further used to determine the number
of background events in the sample obtained when the
requirement of a second jet with pT ≥ 25 GeV is added.

After the requirements of two electrons and two jets,
448 events remain in the data sample, with 449 ± 13

predicted background events of which 91% originates
from the Z/γ∗ → e+e− samples. The dielectron invari-
ant mass Mee and the transverse scalar energy ST (see
Fig. 1), defined as the scalar sum of the pT of the two
electrons and the two highest ET jets, are used as dis-
criminant variables in this analysis. Most Z/γ∗ → e+e−

events are concentrated around the mass of the Z bo-
son (80 < Mee < 102 GeV), and the multijet contri-
bution populates the region ST < 300 GeV. To sup-
press as much background as possible while minimizing
any reduction of signal acceptance, the selections on the
Mee and ST variables have been optimized. For differ-
ent sets of requirements on these variables, we combine
the numbers of expected signal and background events,
and their uncertainties, from the bins of the average
electron-jet invariant mass distribution to calculate the
expected upper limit on the cross section at 95% C.L.
We used a modified frequentist CLs method, based on
a likelihood ratio as described in Ref. [23]. The ef-
fects of systematic uncertainties on the signal and back-
ground, taking into account correlations, are included in
the resulting limits. The best sensitivity is obtained for
Mee > 110 GeV and ST > 400 GeV. After all selections,
no data events remain, for an expected SM background
of 1.51±0.12(stat)±0.04(syst) events (see Table I). The
acceptance for a scalar LQ with a mass between 250 GeV
and 300 GeV varies between 20% and 23%. The accep-
tances for the vector LQs are similar.

TABLE I: eejj analysis: number of events in each sample
after all selections (see text). The two errors on the total
expected background correspond to the statistical and sys-
tematical uncertainties. The uncertainties quoted on each
individual background are only statistical.

Sample Number of events

Data 0

Total expected background 1.51 ± 0.12 ± 0.04

Z/γ∗ + jets 1.11 ± 0.10

Multijet 0.10 ± 0.06

Top 0.29 ± 0.01

Diboson 0.01 ± 0.01

In the eνjj analysis we select events containing ex-
actly one isolated electron satisfying tight identification
criteria with pT ≥ 25 GeV and |η| < 1.1, and with
E/T ≥ 35 GeV. The selected events must also contain
at least two high pT jets with |η| < 2.5, with the lead-
ing jet having pT ≥ 40 GeV and the second leading jet
having pT ≥ 25 GeV. A veto on a second tight elec-
tron with |η| < 2.5 guarantees that there is no overlap
with the eejj analysis. Multijet processes again con-
tribute to an instrumental background. A fake electron
could be present due to misidentification of one jet, and
the E/T could be due to the resolution of the jet energy
measurement. Events with ≥ 3 jets can thus be recon-
structed as eνjj events. In these events, the E/T tends



6

 (GeV)eeM
50 100 150 200 250 300 350

E
ve

n
ts

 / 
5 

G
eV

-110

1

10

210

310

 (GeV)eeM
50 100 150 200 250 300 350

E
ve

n
ts

 / 
5 

G
eV

-110

1

10

210

310 Data
 ee→Z 

ττ →Z 
Diboson
Top
MJ

=250 GeV
LQ

Signal M

-1DØ 1 fb (a)

 (GeV)TS
100 200 300 400 500 600

E
ve

n
ts

 / 
10

 G
eV

-210

-110

1

10

210

310

 (GeV)TS
100 200 300 400 500 600

E
ve

n
ts

 / 
10

 G
eV

-210

-110

1

10

210

310 Data
 ee→Z 

ττ →Z 
Diboson
Top
MJ

=250 GeV
LQ

Signal M

-1DØ 1 fb (b)

FIG. 1: Distributions of (a) the dielectron invariant mass Mee

and (b) ST for events with ≥ 2 jets. The signal for a scalar
LQ with MLQ = 250 GeV has been superimposed.

to point in the direction of the fake electron. A tri-
angular cut in the ∆φ(e, E/T ) − E/T plane is applied
(∆φ(e, E/T ) ≥ π − 0.045E/T with E/T in GeV) to min-
imize this background.

In order to model the multijet contribution, a sam-
ple containing events with one “fake” electron and ≥ 2
additional jets is created. The number of multijet back-
ground events is computed using the method described
in Ref. [24]. Two samples of events are used, the first
one contains events with a loose electron and the second
one, which is a subsample of the first one, is composed
of events with a tight electron. Using the number of
events in these two samples together with the efficiencies
for a real and a “fake” electron to pass the likelihood
condition, referred to as εSM and εMJ respectively, we
can determine the number of MJ events. We measure
εSM as the ratio of the number of Monte Carlo events
which pass the likelihood condition over the number of
Monte Carlo events which fail it and correct for differ-
ences between data and simulation. We measure εMJ

directly from data assuming that the low E/T region
(E/T ≤ 10 GeV) is dominated by the multijet background

after subtracting a small contribution of real electrons
determined from Monte Carlo. The number of Monte
Carlo W + jets events is normalized to data within a
range of the transverse invariant mass of the electron
and the E/T where the expected number of LQs is very
small: MT (e, 6ET ) ≤ 100 GeV. There is good agreement
between data and expected SM background both in num-
ber of events and in the shape of the distributions. The
MT (e, 6ET ) distribution is shown in Fig. 2 with the sig-
nal for a scalar LQ sample for MLQ = 250 GeV super-
imposed. The number of data events that pass the se-
lection criteria is equal to 3563 which is in good agree-
ment with the total expected background of 3549 ± 68
events, of which 87% come from W + jets events. A cut
MT (e, 6ET ) ≥ 130 GeV strongly reduces this background.
Other discriminants are the pT distributions of the de-
cay products of the two LQs. We determined the best
pT cuts as described in the eejj analysis, but using the
ST distribution, where ST is the sum of the pT of the
electron, the pT of the two leading jets, and E/T . The
best expected cross section limits are obtained for a cut
of 80 GeV on both the pT of the electron and the E/T ,
and the cuts pT (leading jet) > 40 GeV and pT (second
jet) > 25 GeV. After all selections, 8 events remain, for
an expected SM background of 9.8±0.8(stat)±0.8(syst)
events (see Table II). The acceptances are similar for
scalar or vector LQs. They range from 18.5% to 20% for
a LQ mass varying between 250 GeV to 300 GeV.
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FIG. 2: Distribution of the variable MT (e, 6ET ) when the cuts
used for the background normalization are applied. The sig-
nal for a scalar LQ sample with MLQ = 250 GeV has been
superimposed.

In Fig. 3, the distributions of the masses M(e, jet) and
MT (E/T , jet) are shown. The signal for a scalar LQ sam-
ple for MLQ = 250 GeV has been superimposed. The
agreement is good between data and the SM expecta-
tions, both in number of events and in the shape of the
distributions.

The values of the systematic uncertainties are sum-
marized in Table III. Most of them are determined by
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FIG. 3: Distributions of (a) M(e, jet) and (b) MT (E/T , jet)
after all cuts. There are two entries per event. The signal for
a scalar LQ sample with MLQ = 250 GeV has been superim-
posed.

varying parameters by ±1 standard deviation. This in-
cludes the jet energy scale (JES), the jet energy reso-
lution and the jet identification efficiency (Jet ID). The
systematic uncertainty from the correction of the electron
identification efficiency (EM ID) is evaluated from the
uncertainty on the Monte Carlo/data correction factors
and by choosing another parametrization of the correc-
tion. Other systematics uncertainties affect the luminos-
ity, or are computed by measuring the effect of the PDF
choice on the signal acceptances using a different PDF
set (20-eigenvector basis CTEQ6.1M NLO PDF). The un-
certainties due to the propagation into the analyses of
uncertainties on the parameters used in the background
normalization are referred as background normalization
in Table III. The SM uncertainties are the combined rel-
ative uncertainties on the expected background due to
uncertainties on the cross sections of the SM processes
and to different modeling of jet radiation in the W +
jets process. The uncertainties that are shown on the

TABLE II: eνjj analysis: number of events in each sample
after all selections (see text). The two errors correspond to
the statistical and systematic uncertainties.

Sample Number of events

Data 8

Total expected background 9.8 ± 0.8 ± 0.8

W + jets 5.0 ± 0.7 ± 0.3

Top 3.29 ± 0.07± 0.26

Z/γ∗ + jets 0.15 ± 0.06± 0.01

Diboson 0.48 ± 0.05± 0.04

Multijet 0.9 ± 0.2 ± 0.07

TABLE III: Summary of systematic uncertainties in %.

Final state eejj eνjj
Source SM Signal SM Signal
JES +1.7-2.0 +0.1-0.5 +1.8-1.3 +0.9-0.5
Jet resolution +1.5-0.5
Jet ID 0.4 0.7 0.2 0.7
EM ID 0.2 8 1.4 4.2
Luminosity 6.1 2.5 6.1
PDF (acceptance) 5 5
Background norm. 1.2
SM uncertainties 1.2
Background norm. 4.4
SM uncertainties 7.6

same row are treated as correlated in the determinations
of the limits.

No deviations from the SM predictions were observed
in our data in either the eejj final state or in the eνjj
final state and for each individual channel we determined
cross section limits on the pair production of a first-
generation scalar LQ at 95% C.L. The results are shown
in Fig. 4 where the expected and observed cross section
limits measured in the eejj and eνjj final states are dis-
played as a function of the LQ mass, assuming β = 1
and β = 0.5 respectively. On the same figure the scalar
LQ pair production NLO cross sections, calculated for
different values of the renormalization and factorization
scales (µ = MLQ, MLQ/2 and 2MLQ) are also shown.

In D0 analysis [25], using a sample of 2.5 fb−1 of
data with acoplanar jets and missing transverse energy,
a search for the pair production of first generation scalar
leptoquarks both decaying in νq has shown no evidence
of this production. We combined these three analyses to
determine expected and observed cross section limits as
a function of β and MLQ. We used the modified frequen-
tist CLs method referenced in the eejj analysis and the
JES, PDF and luminosity systematics uncertainties are
treated as correlated errors. As an example, the values of
the observed cross section limits are given in Table IV for
β = 1 and β = 0.5. For each value of β, the limit is the
LQ mass value where the experimental cross section limit
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FIG. 4: Cross sections as a function of the LQ mass for a
scalar leptoquark. The NLO theoretical cross sections are
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and 2MLQ (dashed line). The horizontal lines correspond
to the expected cross section limits (squares and downward
triangles) and the observed cross section limits (circles and
upward triangles), both at the 95% C.L., in the eejj channel
(blue curves) assuming β = 1 and in the eνjj channel (black
curves) assuming β = 0.5.

and the theoretical cross section are equal. The expected
and observed mass limits for factorization and renormal-
ization scales µ equal to MLQ are summarized in Table V.
They are shown in the β - MLQ plane in Fig. 5 together
with the limits obtained in each final state analysis. The
theoretical uncertainty on the observed mass limit, re-
flecting the PDF, normalization and factorization scale
uncertainties, is also shown.

To compute the limit on vector LQ cross sections, as
the vector and scalar LQ acceptances are very similar,
we use the selections which have been found optimal in
the search for a scalar LQ. The expected and observed
cross section limits for each of the two final states eejj
and eνjj, assuming β = 1 and β = 0.5 respectively, are
shown in Fig. 6 as a function of the LQ mass. The vec-
tor LQ pair production LO cross sections are also shown,
for each of the three couplings. They are calculated for
different values of the renormalization and factorization
scales µ = MLQ, MLQ/2 and 2MLQ. We combine these
results to get expected and observed cross section limits
as a function of β. The values of these limits obtained for
β = 1 and β = 0.5 are given in Table IV. The expected
and observed mass limits for a factorization and renor-
malization scales equal to MLQ are summarized in Ta-
ble V. They are shown in the β - MLQ plane in Fig. 7 for
the three couplings. The hatched areas show the effect of
the theoretical uncertainties on the observed exclusions.

In this analysis of the D0 Run II dataset corresponding
to an integrated luminosity of about 1 fb−1, we have
excluded a first-generation scalar LQ with mass varying
between 216 GeV for β = 0.02 to 299 GeV for β = 1
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TABLE IV: Observed cross section limits (in fb) (95% C.L.) for a scalar LQ and vector LQ with different couplings as a
function of the branching fraction β.

MLQ (GeV) 240 260 280 300 320 340 360 380 400 420 440 460 480
β σ (fb) scalar LQ
0.5 26 24 21 20 19
1. 16 15 14 13 13
β σ (fb) vector LQ “MC” coupling
0.5 22 21 20 18 17 17
1. 14 14 13 13 13 12
β σ (fb) vector LQ “YM” coupling
0.5 18 18 17 17 17 16 16 15
1. 13 13 12 12 12 12 12 12
β σ (fb) vector LQ “MM” coupling
0.5 18 18 17 17 16 16 15 16 16
1. 13 12 12 12 12 12 12 12 12

TABLE V: Expected and observed mass limits (in GeV) for a
scalar LQ and vector LQ with different couplings as a function
of the branching fraction β, assuming for factorization and
renormalization scales µ = MLQ.

scalar LQ “MM” coup. “YM” coup. “MC” coup.
β exp. obs. exp. obs. exp. obs. exp. obs.

0.02 218 216
0.04 220 220
0.06 222 225
0.08 226 231
0.1 229 235 417 420 365 368 293 302
0.2 244 254 440 441 387 390 320 327
0.3 256 268 452 453 399 402 337 342
0.4 265 276 459 460 407 409 346 351
0.5 273 284 463 464 413 415 353 357
0.6 280 289 466 467 417 419 357 361
0.7 285 293 469 469 420 423 361 365
0.8 288 296 470 470 422 424 363 367
0.9 293 297 471 471 424 425 366 369
1.0 297 299 472 472 424 425 367 370

assuming µ = MLQ. For µ = 2MLQ, the mass limits
range from 206 GeV to 292 GeV. These results improve
bounds given in previous LQ searches at Tevatron [2, 3]
by ' 50 GeV. We have also excluded vector LQs for
different couplings. As an example for β = 0.5 and µ =
MLQ, lower limits on vector leptoquark masses, varying
from 357 GeV to 464 GeV, are set for different couplings.
These mass limits are the most constraining found in a
direct search for first-generation leptoquarks to date.
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